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ABSTRACT
Recommender systems typically operate within a single domain,
for example, recommending books based on users’ reading habits.
If such data is unavailable, it may be possible to make cross-domain
recommendations and recommend books based on user prefer-
ences from another domain, such as movies. However, despite con-
siderable research on cross-domain recommendations, no studies
have investigated their impact on users’ behavioural intentions
or system perceptions compared to single-domain recommenda-
tions. Similarly, while single-domain explanations have been shown
to improve users’ perceptions of recommendations, there are no
comparable studies for the cross-domain case.

In this article, we present a between-subject study (N=237) of
users’ behavioural intentions and perceptions of book recommenda-
tions. The study was designed to disentangle the e�ects of whether
recommendations were single- or cross-domain from whether ex-
planations were present or not. Our results show that cross-domain
recommendations have lower trust and interest than single-domain
recommendations, regardless of their quality. While these negative
e�ects can be ameliorated by cross-domain explanations, they are
still perceived as inferior to single-domain recommendations with-
out explanations. Last, we show that explanations decrease interest
in the single-domain case, but increase perceived transparency and
scrutability in both single- and cross-domain recommendations.
Our� ndings o�er valuable insights into the impact of recommen-
dation provenance on user experience and could inform the future
development of cross-domain recommender systems.
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1 INTRODUCTION
Recommendations are typically generated based on users’ pref-
erences for items within the same domain [47]. A recommender
system might, for example, suggest books based on users’ read-
ing habits, book purchases, or ratings. However, it is also possi-
ble to make cross-domain recommendations: recommending items
from one domain based on users’ preferences in another, such as
recommending books based on movie preferences. In particular,
cross-domain recommendation has been positioned as a solution
to the cold start problem, where there is insu�cient information
about users’ interests in the target domain to make personalized
recommendations [48]. Despite the wide variety of cross-domain
recommendation algorithms [12, 63], to our knowledge there are
no studies of how cross-domain recommendations are perceived
by users compared to those from single-domain recommenders. In
a related topic, recommendation explanations have been shown
to increase users’ interest in recommended items as well as their
perceived transparency with respect to how recommendations were
generated [14], but there are no empirical studies of explanations
in the cross-domain setting [59], where recommendations in the
target domain are justi�ed in terms of users’ interests in another
domain1.

In this article, we investigate how cross-domain recommendation
and explanations in�uence users’ perceptions of book recommen-
dations. We consider four scenarios: (i) a recommender system that
makes book recommendations based on users’ book interests, (ii)
1We note, however, that cross-domain explanations have been mentioned in several
articles as possible future work (e.g., [63, 64]), but, to our knowledge, these ideas were
not investigated.
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a cross-domain recommender that makes book recommendations
based on users’ movie interests, (iii) the recommender from (i) with
additional explanations and (iv) the cross-domain recommender
from (ii) with cross-domain explanations. By considering all four
scenarios, we are able to understand how user perceptions and be-
havioural intentions are impacted, while disentangling the e�ects
of whether recommendations were single- or cross-domain from
whether explanations were present or not. We, therefore, investi-
gate the following research questions:

• RQ1:How does the cross-domain setting a�ect user perceptions
of recommendations?

• RQ2: How do recommendation explanations a�ect user percep-
tions of single- and cross-domain recommendations?
To answer these research questions, we identi�ed numerous ex-

perimental confounders that in�uenced our study design. First, it
must be unambiguous what information is (and is not) avail-
able for generating recommendations. In the cross-domain set-
ting, for example, users must believe that book recommendations
are made solely on the basis of their movie interests. Therefore,
we used a between-subject study design, where each participant
is situated in only one of the four scenarios outlined above (see
Figure 1 for an overview). In this way, there is no potential for
information to be shared between experimental conditions. Second,
the quality of recommendations must be constant across all
scenarios and cannot be systematically worse, for example, in the
cross-domain case. Therefore, irrespective of whether a participant
provides information about movies or books, they are always shown
a randomly generated list of recommendations. By not making ac-
tual recommendations based on user preferences, we were able to
isolate the impact of the presumed origin of recommendations from
the quality of the recommendations themselves. Lastly, to make
statements about the e�ect of recommendation explanations, we
need to verify that our explanations provide a credible ratio-
nale for a given recommendation. We, therefore, additionally
asked participants to rate the quality of single- and cross-domain
recommendation explanations for books they had already read to
assess the quality of explanations.

The results of our study show that the mere fact that users
believed book recommendations were generated based on movie
preferences decreased trust in the recommender system and their
interest in recommendations. The negative e�ects of cross-domain
recommendations were ameliorated when accompanied by cross-
domain explanations, but overall were still perceived as inferior
to single-domain recommendations. Our study also shows that ex-
planations improved perceived transparency and scrutability of
recommendations in both the single- and cross-domain cases, but
in the single-domain case this was at the expense of decreased
interest in recommendations. Lastly, the presence of recommen-
dations that were already familiar to users increased perceived
transparency, trustworthiness and persuasiveness, but decreased
perceived e�ciency. The article has three main contributions:

• Study design: We present a novel study design to investigate
how cross-domain recommendations and explanations in�u-
ence user perceptions and behavioural intentions compared
to single-domain recommendations while avoiding numerous
confounding factors.

• Perception of cross-domain recommendation: We show
that cross-domain recommendations are at a disadvantage com-
pared to single-domain recommendations across various dimen-
sions of user perception.

• Impact of recommendation explanations: Prior research
has demonstrated the bene�ts of recommendation explanations.
We extend this work to the cross-domain case, highlighting
the potential for explanations to improve users’ perceptions of
cross-domain recommendations.

2 RELATEDWORK
In this section, we describe related work in cross-domain recom-
mendation and recommendation explanations. We emphasize the
popularity of cross-domain recommender systems, while noting
the absence of user studies. Similarly, despite numerous studies on
explanations in recommender systems, there are no user studies of
cross-domain explanations [63, 64].

2.1 Cross-domain Recommendation
2.1.1 Approaches to Cross-domain Recommendation. Cross-domain
recommender systems attempt to address the shortcomings of
single-domain recommenders, including user cold start and data
sparsity, by sharing knowledge between source and target do-
mains [63]. We focus on methods that attempt to resolve the cold
start problem – where users have ratings in a source domain (e.g.,
movies), but are missing them in the target domain (e.g., books) –
as it is the closest scenario to our study design.

Of the methods that aim to address cold start, a majority are
based on inter-domain shared/correlated tags [16, 31, 50, 62] or the
embedding and mapping approach [13, 24, 35, 60, 68, 70]. Meth-
ods based on shared tags between domains were initially based on
collaborative� ltering [16] and similiarity matrices between items
and users [50]. However, as domains can use di�erent vocabularies,
subsequent approaches sought to identify semantically equivalent
tags between domains. For example, Kumar et al. [31] proposed
a semantic clustering-based cross-domain recommendation algo-
rithm that used ontologies to map semantic relationships between
tags in di�erent domains. Similarly, Yang et al. [62] used data from
online encyclopedias to build a multi-partite graph representing
the similarity of tags in di�erent domains. Later approaches were
based on the embedding and mapping framework proposed by Man
et al. [35]. Embedding and mapping consists of creating latent rep-
resentations of items and users, and creating a mapping function
between domains. In the original approach, latent representations
were created using matrix factorization and the mapping function
was derived from Bayesian personalized ranking [35]. Follow-on
work improved on this approach by applying di�erent latent repre-
sentations [60] and developing novel mapping functions [24, 70].
Recent approaches have extended the embedding and mapping
approach by incorporating aspect correlations based on user/item
reviews [68]. For a more comprehensive overview of cross-domain
recommendation algorithms, we refer readers to recent surveys by
Khan et al. [25] and Zang et al. [63].

Despite the existence of numerous cross-domain recommenda-
tion algorithms for the scenario we are investigating, we decided to
use randomly generated recommendations as it was important to
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ensure that the quality of recommendations was the same in both
single- and cross-domain recommendation settings.

2.1.2 User Perception of Cross-domain Recommendations. User per-
ception of recommendations plays an important role in recommen-
dation acceptance [1, 53, 58]. Cross-domain recommender systems,
however, have only been evaluated o�ine using precollected data
sets [12]. Despite increasing interest in cross-domain recommenda-
tion [25], we could not identify a single study where cross-domain
recommendations were explicitly evaluated with real users (based
on recent surveys [7, 17, 25, 63, 69], individual works [49, 61] and
a comprehensive literature review2). Meanwhile, additional factors
of cross-domain recommender systems may a�ect user interactions
and perceptions of recommendations compared to a single-domain
recommender system, highlighting the need for user experiments
to explore these dynamics further.

2.2 Explanations in Recommender Systems
Explanations have been shown to a�ect user perception of recom-
mendations in single-domain recommender systems [23, 53, 57], but
remains unexplored for cross-domain recommendations [63, 64].

2.2.1 Explanation Evaluation. Explanations can be evaluated on-
line or o�ine [65]. O�ine evaluation uses precollected data sets
and evaluation metrics, such as BLEU [11, 44], whereas online eval-
uation is conducted through user studies or� eld experiments with
real users [5, 23, 58]. User studies for explanation evaluation have
two common experimental settings: only showing users the expla-
nations [5, 19, 39], and showing users explanations together with
item metadata [42, 54, 58]. For example, Bilgic and Mooney eval-
uated explanations for book recommendations by asking users to
�ll out a questionnaire initially with only explanations and, subse-
quently, based on book content [5]. In contrast, Vig et al. displayed
explanations along with movie metadata from MovieLens [58].

In our study, we decided to display explanations along with the
titles and descriptions of recommended books as it more closely
mirrors real-life scenarios.

2.2.2 User Perception of Explanations. In a recent survey of evalu-
ation methods for recommendation explanations, Chen et al. iden-
ti�ed 118 studies, of which 55 contained an online evaluation study
[11]. Of these studies, only 7 were case-control studies where one
of the experimental conditions corresponded to the absence of ex-
planations [14, 30, 37, 38, 42, 56, 66]. These studies investigated a
majority of the seven possible aims of recommendation explana-
tions enumerated by Tintarev and Mastho�[51]:
• Transparency [14, 42, 66]: user understanding of how recom-
mendations are generated

• Scrutability: ability of users to tell if the system is wrong
• Trust [42]: user con�dence that the system is right
• E�ectiveness [37]: user ability to make good decisions
• Persuasiveness [30, 66]: convincing users to consume items
• E�ciency [37]: user ability to make quick decisions
• Satisfaction [30]: enjoyment from using the system

2We searched ACM digital library using the search query: title contains “cross-domain”
and (“recommendation” or “recommender”), which resulted in 188 articles. None of
these articles contained user studies.

More concretely, explanations were shown to increase transparency
in mobile e-commerce [66], image recommendation [14], and e-
learning [42]. Zhang et al. highlighted the persuasiveness of expla-
nations generated from user reviews [66]. Millecamp et al. observed
that explanations can increase e�ectiveness and e�ciency of music
recommendations depending on users’ level of music sophistica-
tion [37]. Kouki et al. compared several explanation presentation
styles and showed they were capable of increasing transparency
(referred to as “understandability”), satisfaction and persuasiveness
[30]. Ooge et al. investigated e�ects of explanations on recom-
mended mathematics exercises [42], where they increased trust
and transparency in the recommender system. In contrast, explana-
tions can also have a negative impact on a recommender system’s
persuasiveness [37], e�ectiveness [38, 56] and e�ciency [38].

3 METHODS
This section presents our study design, the generation of recommen-
dations and explanations, the experimental procedure and details
about study participants.

3.1 Study Design Overview
Figure 1 shows an overview of our study design with the pages in
the� gure corresponding to the pages in a survey. We designed a
between-subject study consisting of two parts: (i) an investigation
into user perceptions of cross-domain recommendations and expla-
nations (Figure 1, Pages 2–4) and (ii) a validation of our method for
generating explanations (Figure 1, Pages 5–6).

The� rst part of the study had four experimental conditions.
Depending on the experimental condition, we asked users to select
either� ve books or� vemovies that they enjoyed consuming (Figure
1, Page 2). After selecting items, participants were presented with
ten book recommendations and asked to rate each recommendation
in terms of their reading interest. In two of the experimental con-
ditions, recommendations were shown with explanations (Figure
1, Page 3). Next, participants answered a questionnaire to indicate
their overall impressions of these recommendations (Figure 1, Page
4).

In the second part of the study, all participants performed the
same explanation validation task: we asked participants to select
�ve books they had already read (Figure 1, Page 5) for which we
generated explanations based on the books or movies selected at
the start of the survey on Page 2. Participants were then asked to
rate how well these explanations described the contents of each
book (Figure 1, Page 6).

3.2 Data
To generate recommendations and explanations, we used the tag
genome data structure that encodes items based on their relevance
to various tags [26, 29]. To date, there are two publicly available
tag genomes:
(1) Tag genome for movies [26]: contains relevance scores for

the 9,734 most popular movies in MovieLens3 with 1,084 tags.
(2) Tag genome for books [29]: contains relevance scores for

9,374 popular books from Goodreads4 with 727 tags.
3https://movielens.org/
4https://www.goodreads.com/
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Page 1 Page 2 Page 3 Page 4 Page 5 Page 6 Page 7

Login

Select books

Select movies

Rate book recommendations 
with explanations based on books

Rate book recommendations 
without explanations

Rate book recommendations 
with explanations based on movies

Rate book recommendations 
without explanations

Questionnaire Select books Rate explanations Final

Figure 1: Overview of our between-subject study with four experimental conditions.

We used the item-tag relevance scores generated by the TagDL
method due to its higher precision [26], extracting 491 common
tags that appear in both tag genome data sets. As tag genome for
movies lacks the covers and descriptions of movies, we extracted
cover images from the HetRec data set [6] and movie descriptions
from IMDB5. This resulted in 8,380 movies for our experiment.

3.3 Generating Recommendations
Irrespective of the experimental condition, participants were shown
randomly generated recommendations. In this section, we justify
this experiment design decision and describe the method used to
produce recommendations.

3.3.1 Rationale for Randomly Generated Recommendations. In our
study, we were not interested in how users responded to actual
cross-domain recommendations, but in how the cross-domain set-
ting itself impacts user perception of recommendations. We, there-
fore, needed to ensure that the quality of recommendations was
constant across all experimental conditions so that any observed
di�erences in user responses were solely attributable to their ex-
pectations of di�erent recommendation scenarios. This implied
that we could not use personalized recommendations as di�erent
combinations of data sources, algorithms and users would impact
their quality.

Instead, we decided to use randomly generated recommenda-
tions, but explicitly told participants that recommendations were
based on the information they provided about movies or books
at the beginning of the study. By using randomly generated rec-
ommendations, we needed to make the assumption that recom-
mendation quality would not a�ect our overall� ndings. Namely,
that users would respond authentically to recommendations even
if those recommendations had limited similarity to the items they
provided information about. As there were numerous signi�cant
di�erences between experimental conditions and we were able to
reproduce results from the (single-domain) recommendation ex-
planation literature [14, 30, 42], this assumption appears justi�ed.
Furthermore, generating recommendations randomly is a common
strategy employed in user studies that evaluate recommendation

5https://www.imdb.com/

explanations [8, 15, 33, 53]. Lastly, we acknowledge that “perfect”
recommendations will likely override any misgivings users have
about the origin of recommendations, but this was not the research
question we were seeking to answer.

3.3.2 Generating Random Recommendations. We used tag genome
for books to create randomized lists of book recommendations.
We generated lists of book recommendations using the following
procedure:

(1) Filter popular items: To ensure that participants’ feedback
primarily re�ects the recommendation setting rather than their
recollections of books, following [58], wewanted to decrease the
chance that participants had already consumed recommended
items. We removed the top 25% of books ranked by popularity
(i.e., number of ratings [21, 67]) from tag genome for books,
which left 7,030 books in our candidate list.

(2) Filter unpopular items: Following [3, 58], we also� ltered out
unpopular books, so that if participants indicated low interest
in a book, it was due to the information we provided and not,
for example, because the book was about an unappealing or
obscure topic. We, therefore, removed the bottom 25% of books
in terms of popularity because these books are more likely to
be uninteresting to the average user, leaving 4,677 books in our
candidate list.

(3) Generate diversi�ed lists: We wanted each recommendation
list to cover a wide range of topics to allow users to express a
range of interest levels. We diversi�ed recommendation lists
using the topic diversi�cation algorithm [71] using the whole
candidate list as input. The algorithm starts with the most rele-
vant item and iteratively populates the list of recommendations
based on relevance and average dissimilarity to items already in
the list. As we selected items randomly, we did not use the rele-
vance term. We used cosine similarity as the similarity measure.
Each book in the candidate list was used as a starting point for
generating a list of 10 diversi�ed recommendations, resulting
in 4,677 recommendation lists.

(4) Filter niche items: Some books were highly dissimilar to all
other books and, therefore, appeared in up to 79% of diversi-
�ed recommendation lists. As these books tended to represent
niche interests, we removed the top 10% of books ordered by
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descending frequency of the number of lists they appeared in
and re-generated the recommendation lists. This resulted in
4,209 diversi�ed lists of books for use as recommendations.

(5) Select recommendation list: For each participant, we ran-
domly sampled one of the pre-generated lists of book recom-
mendations without replacement.

3.4 Generating Recommendation Explanations
In this section, we describe our method for generating recommenda-
tion explanations.We applied tag-based explanations, incorporating
a contrastive feature—showing both common and uncommon tags
in recommended items. This choice is based on its prevalence in the
literature [52] and its e�ectiveness in supporting users to compare
di�erent recommendations [10, 15].

3.4.1 Tag Selection. To generate explanations, we constructed a
combined tag genome by merging the two genomes based on the
491 common tags. We used exact matches between tag names for
merging, manually removing tags that were not descriptive, such as
“interesting”, “awesome” and “story”, resulting in a set of 469 tags.
To manually remove tags, two annotators� agged tags for exclusion
with an inter-rater agreement of 0.581 (Cohen’s kappa, % < 10�10),
corresponding to moderate agreement. Both annotators agreed on
the� nal list of tags to exclude. Disagreements were generally due
to tags having di�erent semantics in di�erent contexts, e.g., “epic”
may refer to epic poetry in the context of books or colloquially as
a synonym for “awesome”.

3.4.2 Generating Explanations. In our study, participants selected
either� ve books or� ve movies depending on the experimental
condition and received recommendations of books along with ex-
planations in the following format (inspired by [32, 53, 66]):

This book has the following themes in common with
your favourite [items]: [common tags], and the fol-
lowing themes that are uncommon to those [items]:
[uncommon tags]

In this format, “[items]” is replaced with either “movies” or
“books”, depending on the experimental condition, while “[common
tags]” and “[uncommon tags]” correspond to two lists of tags. Com-
mon tags are those with high relevance in a participant’s favourite
items and the current book recommendation, whereas uncommon
tags are tags with high relevance to only the current book rec-
ommendation. For each tag, we calculated two scores: B2>A42 and
B2>A4D to measure how common and uncommon each tag is be-
tween favourite items and recommendations. For common and un-
common tags, we displayed the top-3 tags with the highest scores.

To generate scores for common tags, we used term frequency-
inverse document frequency (C 5 83 5 ) as follows:

B2>A42 (C,1, ?A> 5 ) = A4; (C, ?A> 5 ) ⇤ C 5 83 5 (C,1 ), (1)

where ?A> 5 corresponds to a user pro�le that we created by calcu-
lating the mean relevance for each tag across the favourite items
selected by the user, and A4; (C, ?A> 5 ) is the relevance of tag C in the
user pro�le. C 5 83 5 is calculated as follows:

C 5 83 5 (C,1 ) = A4; (C,1 ) ⇤ ;>6
✓ | |⌫ | |Õ

82⌫ A4; (C,8 )

◆
, (2)

where A4; (C,1 ) represents term frequency and corresponds to the
relevance of tag C to book 1. The second part of the equation corre-
sponds to inverse document frequency, where ⌫ is the set of all the
books in the data set.

To generate scores for uncommon tags, we simply subtract the
relevance scores in the user pro�le from those of the book recom-
mendation:

B2>A4D (C,1, ?A> 5 ) = A4; (C,1 ) � A4; (C, ?A> 5 ). (3)

We used this approach because the methods proposed in the
literature tend to assume the existence of ordinal ratings (e.g., [8,
40, 41]), whereas we only have unary ratings in our study (i.e.,
participants only selected items they liked). Following [58], we
additionally veri�ed that this approach generates explanations of
acceptable quality (detailed in Section 4).

3.5 Procedure
We designed our study for Amazon Mechanical Turk6 (MTurk). In
general, MTurk has been shown to be a reliable platform for con-
ducting user studies [4, 36, 43]. It has been shown that many of the
risks associated with user studies, such as multiple responses from a
single participant and experimenter e�ects, are low for MTurk [43].
Moreover, MTurk workers represent the general population better
[4, 43] and have been shown to be more attentive [22] than partic-
ipants recruited through traditional subject pools. Lastly, MTurk
allows for the recruitment of certain categories of participants, such
as book readers, movie goers and music fans.

3.5.1 User Profile Creation. On Page 1 of our survey (Figure 1),
participants were presented with details of the experiment and
asked to provide their MTurk ID. On Page 2, participants were
randomly assigned to one of the four experimental conditions and
asked to select either� ve books they enjoyed reading or� ve movies
they enjoyed watching. Participants could� nd items using a search
box and could not transition to the next page until they had selected
exactly� ve items.

We selected� ve as the number of items study participants pro-
vided at the start of the experiment by manually assessing the
quality of generated explanations for di�erent numbers of items.
To decide on the range of the number of items, we relied on past
literature, where this number varied between 3 [5, 39] and 15 [19].
To evaluate this design decision, we veri�ed the quality of expla-
nations with participants in the study. According to the results in
Section 4, the quality of explanations is acceptable.

3.5.2 Rating Book Recommendations. On Page 3 (Figure 1), de-
pending on the experimental condition participants were assigned
to, each participant received 10 book recommendations with or
without explanations. The instructions explicitly stated that these
recommendations were generated based on the items the user se-
lected in the previous step. For each condition, the recommenda-
tions came from a randomly sampled list of diversi�ed books (see
Section 3.3), while the explanations were generated based on the
items participants selected on Page 2 (see Section 3.4.2).

Each book recommendation was accompanied by the book’s title,
a description from tag genome for books [29] and, in corresponding

6https://www.mturk.com/
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experimental conditions, explanations. We did not include book
covers as they were missing for a large subset of books. However,
we included book covers during the pro�le building step. For each
book, the user was asked to rate the statement: “I am interested
in reading this book”. The user could provide the rating on a 5-
point Likert response scale (“Strongly disagree”–“Strongly agree”).
Participants were also asked to indicate if they had already read
the book: “Have you read this book?”. The available answers to this
question were “Yes”, “No” and “No, but I know the plot”.

3.5.3� estionnaire. After rating book recommendations, partici-
pants were asked to rate their level of agreement to the statements
in Table 1 (Figure 1, Page 5), which were adapted from the ResQue
questionnaire [46] and studies on explanations in recommender
systems [39, 45, 58]. The available responses were on a 5-point
Likert response scale (“Strongly disagree”–“Strongly agree”) and
an “I don’t know” option.

3.5.4 Recommendation Explanation Validation. We validated the
quality of our explanations by asking participants to select 1-5
books that they had already read and were, therefore, able to judge
whether we provided meaningful recommendation explanations
for those books (Figure 1, Page 5). If participants had previously
been required to select books during pro�le building, then those
books were removed from the list of available books.

On Page 6 (Figure 1), participants were asked to rate their agree-
ment with the common and uncommon tags generated for each
book selected on the previous page (Figure 1, Page 5) based on the
items they selected in the beginning of the study (Figure 1, Page
2). The available ratings were on a 5-point Likert response scale
(“Strongly disagree”–“Strongly agree”).

3.5.5� ality Control. To identify and� lter out responses of par-
ticipants who failed to pay close attention to the survey, we imple-
mented a common strategy known as catch-trials [43]. First, we
included two fake items, which we added to the list of available
items on Page 2 (Figure 1) under the heading “Recent Picks”. The
list was displayed as the default set of items under the search box.
Second, we included two trick questions in the questionnaire (Fig-
ure 1, Page 4), including “To prove that you have read this statement,
please answer Disagree”.

Participants who selected fake items or answered the control
questions incorrectly were shown a message that the survey is
disabled and they will not receive payment even if they retake the
survey. We excluded these participants from our data set. We also
removed participants who provided suspicious responses. For ex-
ample, we excluded responses from participants who indicated they
had read all of the recommended books or completed the survey
in less than three minutes, which we estimated as the minimum
amount of time necessary to complete the study.

3.6 Participants
We published our survey on Amazon Mechanical Turk to partici-
pants with an approval rating of at least 80% (particularly attentive
participants) and who had indicated they buy books online. After
removing participants who provided suspicious responses, our data
set contained responses from 237 participants assigned to exper-
imental conditions as follows: 57 selected books and received no
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Figure 2: Participant agreement with explanations for known
books based on either books (top) or movies (bottom). The
values correspond to percentages of participant responses.

explanations, 60 selected books and received explanations, 63 se-
lected movies and received no explanations, and 57 selected books
and received no explanations.

4 EXPLANATION VALIDATION
In the second half of the study, participants were asked to rate
their agreement with the explanations we generated for books they
had already read. The explanations were based on either books or
movies dependent on which experimental condition participants
were assigned to at the beginning of the experiment (Section 3.5).

Figure 2 shows that participants agreed with explanations in a
majority of cases for both common and uncommon tags for both
single- (based on books) and cross-domain (based on movies) ex-
planations. Based on these data, we concluded that the quality of
explanations is su�cient to consider participant’s questionnaire re-
sponses as authentic examples of users responding to the presence
of recommendation explanations.

The lower user agreement with uncommon tags compared to
common tags could be caused by diverse items selected by the user
on Page 2 of the survey (Figure 1). If the participant selects items
covering a wide range of topics, such as “romance”, “horror” and
“adventure”, then these may cover all the core themes of a given
book and lead to the uncommon tags not being truly representative
of the contents.

5 RESULTS
We analysed the data from 237 users. Each user responded to the 7
questionnaire statements (Table 1), rated their interest in reading
the 10 recommended books and indicated their familiarity with
each recommendation. Participants reported not having read a
majority of recommended books. To the question “Have you read
this book?”: 75% of responses were “No”, 11% were “No, but I know
the plot” and 14% were “Yes”. The most common recommended
book that participants had already read was “Winnie the Pooh”
by A. A. Milne. The most common book selected to build the user
pro�le was “Harry Potter and the Sorcerer’s Stone” by J. K. Rowling,
while the most commonly selected movie was “Titanic” directed by
James Cameron.
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Table 1: Statements from the questionnaire for experimental conditions without explanations. In experimental conditions
with explanations, the phrase “(title, description)” is replaced with “(title, description, explanation)”.

Aim Statement Adapted from

Transparency The information included with each book recommendation (title, description) made it
clear why the books were recommended to me [2, 33, 34, 39, 46]

Scrutability The information included with each book recommendation (title, description) allowed
me to understand if the system made an error in making this recommendation [45, 55]

Trust The information included with each book recommendation (title, description) made
me trust the recommendations [2, 39, 46]

E�ectiveness The information included with recommendations (title, description) helped me
decide whether I would like to read each book [2, 15, 18, 38, 45, 58]

Persuasiveness The information included with each book recommendation (title, description) made
me interested in reading the book [2, 34, 39, 45]

E�ciency The information included with each book recommendation (title, description) helped
me quickly decide whether I was interested in reading the book [2, 9, 20, 38]

Satisfaction Overall, I was satis�ed with the information included with each book
recommendation (title, description) [34, 46]

5.1 User Perceptions
We used ordinal logistic regression to investigate the relationships
between user perceptions of recommendations and our experimen-
tal conditions. We� tted seven regression models where the depen-
dent variables corresponded to the questions from Table 1 on a
5-point Likert response scale. The independent variables encoded
our experimental conditions: crossdomain was set to 1 if movies
were used to recommend books and 0 otherwise, explanations was
set to 1 if explanations were present and 0 otherwise, and cross-
domain:explanations is an interaction term indicating that both
cross-domain recommendations and explanations were shown. We
additionally included the number of books the participant was al-
ready familiar with in a variable called familiar7 on the basis of
improved model� t using AIC (data not shown).

All models were� tted using the maximum likelihood method im-
plemented in the Ordinal R package. Table 2 shows the coe�cients
from each model and their corresponding statistical signi�cance
(based on the Wald test). We converted all coe�cients from logs
odds to odds ratios, as they are easier to understand. We can draw
the following conclusions from these analyses:

• Cross-domain recommendations decrease trust (RQ1). The
odds of participants trusting cross-domain recommendations
was 0.51 times that of single-domain recommendations. We reit-
erate that both single- and cross-domain recommendations were
randomly generated, so this di�erence in trust represents partic-
ipants’ perception of the provenance of recommendations and
not an unbiased assessment of their relevance.

• Explanations increase perceived transparency and scrutabil-
ity for all recommendations (RQ2). The odds that participants

7We considered a book to be familiar if participants replied “Yes” or “No, but I know
the plot” to the question “Have you read this book?”

perceived recommendations as transparent and scrutable was re-
spectively 2.3 and 2.6 times more likely when explanations were
present. This was the case for both single- and cross-domain
explanations.

• Cross-domain explanations in�uenced user perceptions
the same as single-domain explanations (RQ2). None of
the interaction terms were statistically signi�cant (see row for
crossdomain:explanations in Table 2), suggesting any di�erences
in user perception of single- and cross-domain explanations has
a negligible e�ect size.

• Familiar recommendations have a positive in�uence on
transparency, trust and persuasiveness, but negatively im-
pact e�ciency. An increase in the number of familiar recom-
mendations was associated with 1.16-1.22 times increase in the
odds ratios for transparency, trust and persuasiveness. We spec-
ulate that the drop in perceived e�ciency could be due to users
carefully considering their ratings for books they were already
aware of (all participants said they bought books online and are,
therefore, likely to be genuinely interested in reading books).

• Neither cross-domain recommendations nor the presence
of explanations in�uenced perceived e�ectiveness or sat-
isfaction. While no coe�cients were statistically signi�cant for
e�ectiveness or satisfaction, the e�ect sizes may simply be too
low to detect with the sample size of the present study.

5.2 Behavioural Intentions
We analysed participants’ behavioural intentions, i.e., their inter-
est in reading each book recommendation, using the same ordinal
logistic regression model as the previous section with a few modi�-
cations: (i) instead of controlling for the number of familiar books,
we controlled for all levels of familiarity for each book (yes/no/no,
but I know the plot) as a categorical variable and (ii) we added an ad-
ditional random e�ect for each book to model the fact that the same
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Table 2: Odds ratios of seven ordinal logistic regression models, where each dependent variable corresponds to ratings to
statements regarding the aims of explanations. Each column corresponds to a di�erent regression model. P-values are indicated
in brackets. Signi�cance codes: * < 0.05, ** < 0.01, *** < 0.001.

Independent variables Transparency Scrutability Trust E�ectiveness Persuasiveness E�ciency Satisfaction

familiar 1.155** (0.001) 1.03 (0.506) 1.156** (0.001) 0.931 (0.122) 1.219*** (3 ⇥ 10�5) 0.896* (0.020) 1.039 (0.401)

crossdomain 0.527 (0.059) 0.899 (0.755) 0.505* (0.043) 0.748 (0.405) 0.706 (0.315) 0.651 (0.227) 1.275 (0.496)

explanations 2.257* (0.018) 2.604** (0.006) 1.083 (0.818) 0.731 (0.386) 0.817 (0.558) 1.259 (0.527) 1.454 (0.295)

crossdomain:explanations 1.514 (0.387) 0.449 (0.100) 1.861 (0.191) 1.868 (0.219) 1.249 (0.645) 1.642 (0.326) 0.853 (0.751)

Table 3: Odds ratios of the ordinal logistic regression model,
where the dependent variable corresponds to ratings partic-
ipants gave to express their interest in reading each book
recommendation. Signi�cance codes: * < 0.05, *** < 0.001.

Independent variable Coe�cient

familiar (knows the plot) 2.482*** (4 ⇥ 10�13)

familiar (read the book) 5.929*** (2 ⇥ 10�16)

crossdomain 0.701*** ( 7 ⇥ 10�4)

explanations 0.783* (0.022)

crossdomain:explanations 1.662*** (7 ⇥ 10�4)

book can appear in multiple recommendation lists. These changes
resulted in the best model� t in terms of AIC (data not shown). Ta-
ble 3 shows the coe�cients (odds ratios) of the model, all of which
are statistically signi�cant. We can draw several conclusions from
these results:
• Cross-domain recommendations decrease interest (RQ1).
The odds of participants being interested in cross-domain recom-
mendations was 0.7 times that of single-domain recommenda-
tions. Similar to trust, the cross-domain setting itself diminishes
user interest in recommendations independent of recommenda-
tion quality.

• Explanations increase interest in cross-domain recommen-
dations, but not to the extent of single-domain recommen-
dations without explanations (RQ2). The odds of participants
being interested in cross-domain recommendations with expla-
nations was 0.91 times that of single-domain recommendations
without explanations8.

• Explanations decrease interest in single-domain recom-
mendations (RQ2). Despite explanations increasing interest in
cross-domain recommendations, the odds of participants being
interested in single-domain recommendations with explanations
was only 0.78 times that of single-domain recommendations
without explanations. This could be caused by our inclusion of
uncommon tags in explanations (which we speculate might also
contribute to the increased scrutability highlighted in Table 2).

8This calculation required the odds ratios for crossdomain, explanations and crossdo-
main:explanations from Table 3 to give 0.701 ⇥ 0.783 ⇥ 1.662 = 0.91 (we multiply
because the original coe�cients were in terms of log odds, but these numbers are odds
ratios).

• Familiarity with recommendations increases interest. Both
familiarity with a book’s plot and having read the book increases
participants’ stated interest in the book. Furthermore, these ef-
fects are strong, e.g., the odds of being interested in any recom-
mendation is 5.93 times more likely if the participant has already
read the book compared with not even being familiar with the
book’s plot.

6 DISCUSSION
We presented a study to investigate the impact of cross-domain rec-
ommendations and recommendation explanations on user percep-
tions and behavioural intentions. To the best of our knowledge, this
was the� rst user study on cross-domain recommendation and on
cross-domain explanations. We conducted a user study on Amazon
Mechanical Turk that was designed to avoid several experimental
confounders. These included a between-subject design to ensure
that each participant knew unambiguously what data was avail-
able for generating recommendations and using randomly sampled
recommendation lists to control for recommendation quality. Fur-
ther, we veri�ed that both single- and cross-domain explanations
provided a credible rationale for recommendations.

We found that cross-domain recommendations decrease per-
ceived trust and user interest in recommendations compared to
the single-domain setting. While explanations increased user in-
terest in cross-domain explanations, it was still lower overall than
for single-domain recommendations without explanations. In gen-
eral, recommendation explanations increased users’ perceptions
of transparency and scrutability for both single- and cross-domain
explanations. In this section, we discuss the implications of these
results and the limitations of our study.

6.1 Cross-domain Recommendations
Our results showed that simply telling users recommendations
were based on information from a di�erent domain signi�cantly
altered their perception of the recommender system. We identi�ed
a signi�cant di�erence in user interest between cross-domain and
single-domain recommendations, with the odds of being interested
in cross-domain recommendations 0.7 times that of single-domain
recommendations (see Table 3). As we used random recommenda-
tions to control for recommendation quality between experimental
settings, we conclude that the di�erence between behavioural in-
tentions is based solely on users’ belief that recommendations were
cross-domain. This conclusion is further supported by how cross-
domain recommendations were associated with decreased trust in
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the recommender system (see Table 2). Indeed, one of the study
participants commented that “... It is also based on a shaky premise:
that the user’s taste in movies correlates with the user’s taste in books.
Is this a justi�ed assumption?”, which implies that even when cross-
domain recommendations are highly relevant, users could still be
dismissive of those recommendations due to their provenance.

In our study, we investigated a scenario where cross-domain
recommendation is used to overcome cold start, however, there are
other scenarios that could also have a detrimental e�ect on trust
or perceived performance. For example, when cross-domain rec-
ommendation is used to reduce data sparsity, it could have similar
repercussions as those observed in our study if users are aware
of the lack of data in the target domain. Similarly, cross-domain
recommenders based on other de�nitions of domain could provide
relevant recommendations, but still give users a negative impression
of the system if they defy users’ expectations. In di�erent attribute-
level domains, for example, this could take the form of users who
mainly consume a single movie genre (e.g., science� ction) receiving
recommendations from a genre they would otherwise avoid (e.g.,
romantic comedy). In instances such as this, it is di�cult for users
to evaluate whether a recommendation is potentially serendipitous
[27, 28] or an error from the recommender system.

We believe that negative user perceptions are an important con-
founder that should be taken into account when evaluating cross-
domain recommender systems. Our� ndings motivate further exper-
iments on whether highly relevant recommendations can overcome
negative user perceptions and, if so, how much better cross-domain
recommendations need to be in order to be perceived as similar
in quality to those from single-domain recommenders. Of course,
in scenarios where recommendation quality is bounded, such as
during cold start, we must rely on additional interventions (e.g.,
explanations) to improve user perceptions of recommendations.

6.2 Cross-domain Explanations
Previous research has demonstrated the practical importance of
explanations and their ability to impact user perception of recom-
mendations. Our study design had four experimental conditions to
allow us to disentangle the e�ect of recommendations being single-
or cross-domain from whether explanations were present or not by
modelling separate interaction e�ects (see Tables 2 and 3).

For both single- and cross-domain recommendations, we showed
that explanations had a positive impact on user perceptions of trans-
parency (understanding why a recommendation was given) and
scrutability (ability to tell if the systemmade an error). These results
corroborate and compliment previous case-control studies from the
literature (see Section 2.2.2), where increased transparency was the
most common� nding [14, 30, 42], and increased scrutability was
not previously observed. We found no additional e�ects on user
perceptions of explanations on cross-domain recommendations as
none of the interaction terms in Table 2 were statistically signif-
icant. This lack of interaction e�ects implies that users perceive
explanations as independent from the source of recommendations
(which is not the case as they were derived from the same data), but
it is unclear whether this would change as users actually consumed
cross-domain recommendations as a result of explanations.

In general, explanations decreased user interest in recommen-
dations (see Table 3), which can be interpreted as being e�ective
because additional information helped users to make informed
decisions (our explanations included uncommon tags, i.e., tags asso-
ciated with a recommended item that were absent from the user pro-
�le), which is supported by users reporting improved transparency
and similar observations in prior work [37]. For cross-domain rec-
ommendations, explanations partially mitigated the decrease in
user interest in recommended items. However, the positive impact
of cross-domain explanations was insu�cient to match user interest
in single-domain recommendations without explanations. Indeed,
we speculate that the impact of explanations is at least partially
dependent on users’ initial perceptions of recommendations, with
cross-domain explanations providing a net improvement due to
users’ lower baseline interest in cross-domain recommendations.
This feeds into our conclusions about cross-domain recommenda-
tions, with the presence of explanations being one interface compo-
nent that can be used to make up for the shortfall in user interest
during cold start or data sparsity. It is an open research question,
however, whether there are types of explanation that are particu-
larly e�ective in cross-domain recommendation but underperform
for single-domain recommendations and vice versa.

6.3 Limitations and Future Work
Our study has several limitations. First, our study focused on one
particular cross-domain recommendation scenario and it is unclear
whether our results generalise to other scenarios, such as using
cross-domain recommendations to overcome data sparsity or di�er-
ent de�nitions of domain. Second, our experiment was designed to
measure the impact of the cross-domain setting and explanations
on users. However, single-domain recommenders are likely to out-
perform cross-domain recommenders with the same quantity of
data. We speculate that the di�erence in perception between single-
and cross-domain recommendations will be more pronounced in
real-life. Third, our study is con�ned to participants who buy books
online, which may limit the applicability of our� ndings to other
kinds of participants, such as those who are less enthusiastic about
reading.

In future work, we plan to investigate how di�erent de�nitions
of domain impact user perceptions of cross-domain recommenda-
tions. For example, item-level domains, such as movies and books,
are unrelated to one another (aside from both being forms of en-
tertainment), but type-level domains can be complementary, such
as purchase recommendations for di�erent kinds of clothing items
(e.g., due to being related in terms of style). We also want to explore
how di�erent explanation styles a�ect user acceptance of recom-
mendations and whether it is possible to persuade users that cross-
domain recommendations are of equal quality to single-domain
recommendations.
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