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ABSTRACT
Over the past several years, research in recommender systems has
emphasized the importance of serendipity, but there is still no con-
sensus on the definition of this concept and whether serendipitous
items should be recommended is still not a well-addressed question.
According to the most common definition, serendipity consists of
three components: relevance, novelty and unexpectedness, where
each component has multiple variations. In this paper, we looked
at eight different definitions of serendipity and asked users how
they perceived them in the context of movie recommendations. We
surveyed 475 users of the movie recommender system, MovieLens
regarding 2146 movies in total and compared those definitions of
serendipity based on user responses. We found that most kinds
of serendipity and all the variations of serendipity components
broaden user preferences, but one variation of unexpectedness
hurts user satisfaction. We found effective features for detecting
serendipitous movies according to definitions that do not include
this variation of unexpectedness. We also found that different vari-
ations of unexpectedness and different kinds of serendipity have
different effects on preference broadening and user satisfaction.
Among movies users rate in our system, up to 8.5% are serendipi-
tous according to at least one definition of serendipity, while among
recommendations that users receive and follow in our system, this
ratio is up to 69%.
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• Information systems → Recommender systems; Personal-
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1 INTRODUCTION
Recommender systems are designed to help users find interesting
items, when the number of these items is overwhelming [24]. In
this paper, the term item refers to a piece of information, which is
a reference to an object, such as a good, service or process that a
recommender system suggests to the user [17]. An item can refer
to any object, such as a movie, song or book.

Traditionally, recommendation algorithms have been optimized
for accuracy [15], which indicates the predictive power of these
algorithms. However, recently the focus of the recommender sys-
tems community started shifting towards factors beyond accuracy
[15], as accuracy alone does not always result in user satisfaction.
One of the factors of recommender systems beyond accuracy is
serendipity [15].

According to the dictionary, serendipity is “the faculty of making
fortunate discoveries by accident”1. The term serendipity was first
introduced in the context of recommender systems in early 2000s
[10]. Many researchers employed their definitions of this concept,
but there is no consensus on the definition of serendipity yet [17,
19]. The most common definitions of the concept include three
components: relevance, novelty and unexpectedness [13, 19, 21],
while these components have multiple definitions [19].

It is unclear whether serendipitous items should be recom-
mended to users. According to most claims from the literature on
serendipity in recommender systems, there are two main reasons
for collaborative recommender systems [8] to suggest serendip-
itous items: they broaden user preferences [10, 29, 30] and in-
crease user satisfaction [1, 20, 22, 29]. However, the studies showing
that serendipitous items are in any way better than relevant non-
serendipitous ones are very limited and often have a small number
of samples [26, 27, 29].

0This is the final draft of the paper published in the conference proceedings. The final
publication is available at https://dl.acm.org/doi/10.1145/3167132.3167276
1http://www.thefreedictionary.com/serendipity
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Novelty and unexpectedness have multiple definitions [16], but
it is unclear whether different variations of the same component
have different effects on our metrics. In this paper, the term metrics
refers to preference broadening and user satisfaction.

Researchers often indicate that serendipitous items are very rare
[4, 17]. However, it is unclear exactly how rare these items are,
as it might not be worth of suggesting them due to their rareness
and a high risk of suggesting irrelevant items, while optimizing for
serendipity [19].

This paper presents the first study that looks across multiple
definitions of serendipity. It compares these definitions and their
components in terms of their value for a user in a user study. We
employ the most common definition of the concept, which requires
serendipity to include three components: relevance, novelty and
unexpectedness, where each component has multiple definitions
resulting in eight definitions of serendipity. We detect the most
important features for predicting serendipitous items and estimate
the ratio of these items among items rated in a typical collaborative-
filtering-based recommender system [8]. We conduct this study in
the online movie recommender system, MovieLens2, where we ask
users retrospectively about movies they have rated. In this paper,
we address the following research questions (RQs):

RQ1. What are the effects of variations of serendipity components
on broadening user preferences and user satisfaction?

RQ2. What are the effects of different kinds of serendipity on broad-
ening user preferences and user satisfaction?

RQ3. What are the effective features for detecting serendipitous
movies? What are the value ranges of these features for typical
serendipitous movies?

RQ4. How rare are serendipitous movies among movies rated by the
users in a typical collaborative-filtering-based recommender system?
To what extent does this kind of system help users find these movies?

Most serendipity-oriented algorithms are evaluated based on
publicly available datasets that lack user feedback regarding
serendipitous items. To label certain items serendipitous to users,
researchers tend to make assumptions regarding serendipity, such
as serendipitous items are unpopular [20, 22, 30] or dissimilar to
items users rated in the past [1]. These assumptions might not
correspond to real life scenarios. We therefore publish our collected
dataset to allow other researchers conduct experiments related to
serendipity in recommender systems3. This paper has the following
contributions:

• We conduct literature review and operationalize common
definitions of serendipity.

• We compare different definitions of serendipity and their
components in terms of preference broadening and user
satisfaction.

• We find a subset of features that are effective for detect-
ing movies that are serendipitous according to certain def-
initions, which might be useful for suggesting these these
serendipitous movies in an off-line evaluation of recommen-
dation algorithms.

2movielens.org
3The dataset is available on the GroupLens website:
https://grouplens.org/datasets/movielens/

• We estimate the ratio of serendipitous movies, which might
help to decide whether it is worth optimizing for serendipity.

• We publish the first dataset that includes user feedback re-
garding serendipitous movies to allow other researchers
conduct their experiments.

In this study, we surveyed 475 users and found that most kinds
of serendipity and all the variations of serendipity components
broaden user preferences, but one variation of unexpectedness
hurts user satisfaction. We found effective features for detecting
movies that are serendipitous according to definitions that do not in-
clude this variation of unexpectedness. These features are predicted
rating, popularity, content-based and collaborative similarity to
movies users watched in the past. We also found that different vari-
ations of unexpectedness and different kinds of serendipity have
different effects on preference broadening and user satisfaction.
Among movies users rate in a typical collaborative-filtering-based
system, up to 8.5% are serendipitous according to at least one def-
inition of serendipity, while among recommendations that users
receive and follow in the system, this ratio is up to 69%. We only
provide an upper bound estimation due to the bias of our dataset
(we selected relatively unpopular movies).

The paper is organized as follows: in section 2, we briefly review
related work. Section 3 describes our survey and the method to
invite users to our study. Section 4 describes the dataset we collected.
In section 5, we analyze the collected data and answer our research
questions. In section 6, we discuss the results, while in section 7
we discuss limitations of our study and future work. Finally, we
conclude in section 8.

2 RELATEDWORK
Many authors focused on different aspects of serendipity and used
different definitions of the concept. In this section, we focus on (1)
the value of serendipitous items for users due to the objective of
our research, (2) definitions of serendipity, as this is the key concept
of our research and (3) inquiring for serendipity, as we conduct a
survey where we ask users to indicate serendipitous movies.

2.1 Why Serendipitous Items?
Most previous studies on this topic indicate three reasons to recom-
mend serendipitous items. Researchers have claimed that serendip-
itous items help overcome the overspecialization problem (for
content-based filtering algorithms) [1, 13], broaden user prefer-
ences [10, 29, 30] and increase user satisfaction [1, 20, 22, 29].

However, studies that provide evidence for the benefit of recom-
mending serendipitous items are very limited. The only study we
found that measured the benefit of serendipitous recommendations
was conducted by Zhang at el. [29]. In the study, 21 users were
offered recommendations from serendipity-oriented and accuracy-
oriented algorithms. Although users gave lower ratings to recom-
mendations provided by the serendipity-oriented algorithm than
those provided by the accuracy-oriented algorithm, the majority of
users preferred using the serendipity-oriented one [29].

To the best of our knowledge, there are no studies that compare
items corresponding to different definitions of serendipity in terms
of their value for users. In this paper, we compare different defi-
nitions of serendipity in terms of preference broadening and user
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satisfaction. We do not consider the overspecialization problem, as
in MovieLens, users mostly receive recommendations generated by
collaborative filtering algorithms [7], while the overspecialization
problem is more prominent for content-based filtering algorithms
[13].

2.2 The Definitions of Serendipity
There is no consensus on the definition of serendipity in recom-
mender systems [17, 19]. However, most authors indicate that
serendipitous items must be relevant, novel and unexpected to
a user [17]. An item is relevant to a user if the user expresses or
will express their preference for the item in the future by liking
or consuming the item depending on the application scenario [18].
Novelty of an item to a user depends on how familiar the user is
with the item. An item can be novel to a user in different ways:

(1) The user has never heard about the item [16].
(2) The user has heard about the item, but has not consumed it.
(3) The user has consumed the item and forgot about it [16].
Studies on serendipity in recommender systems often neglect the

definition of unexpectedness. We present a number of definitions
corresponding to the component. An item can be unexpected to
the user if:

(1) The user does not expect this item to be relevant to them
[1].

(2) The user does not expect this item to be recommended to
them.

(3) The user would not have found this item on their own [1, 9–
11, 27].

(4) The item is significantly dissimilar to items the user usually
consumes [14, 19, 29].

(5) The user does not expect to find this item, as the user is
looking for other kinds of items [1].

In this paper, we investigate serendipity according to different def-
initions: serendipitous items are relevant, novel and unexpected,
where unexpectedness corresponds to definitions 1–4 and nov-
elty corresponds to all the definitions listed above (we merged
definitions 1 and 3 together). We do not consider definition 5 of
unexpectedness, as many users in MovieLens do not normally look
for particular kinds of movies. Furthermore, if they know what
they are looking for, they are unlikely to remember what kinds of
movies they were looking for after they have watched the movie
they found.

2.3 Inquiry About Serendipity
There are two ways of inquiring about serendipity in surveys: pos-
ing questions concerning serendipity while viewing it as atomic, or
exposing its components and posing suitable questions concerning
them. The former way of inquiring requires less effort from a user
and simplifies the analysis of user answers. However, asking one
question does not allow to investigate components of serendipity
and is likely to be confusing for users due to the complexity of
the concept [25]. For example, Said et al. compared results of col-
laborative filtering algorithms in terms of serendipity in an online
experiment [25]. The authors directly asked users whether they
found recommendations serendipitous and received statistically

insignificant results in terms of serendipity when they compared
performance of the algorithms. The authors noted that this insignif-
icance was caused by the complexity of the concept especially for
non-native speakers [25].

Inquiring about each component of serendipity requires the users
to answer several questions, where one or more questions measure
one concept at a time. For example, Zhang et al. considered an item
serendipitous to a user, when that user gave an item a high rating
and indicated that this item was novel and unexpected to them
[29]. Although this way of inquiring about serendipity is more
demanding for users, it allows to investigate each component of
serendipity and measure serendipity more precisely than asking
just the one question.

It is also possible to use implicit user feedback on items to assess
serendipity. For example, de Gemmis et al. analyzed facial expres-
sions of users to detect the movies that were serendipitous to these
users [6].

In this paper, we conduct a survey, where we inquire about
serendipity by asking users one question per component of serendip-
ity according to each definition employed in this research, as our
goal of investigating each definition of serendipity requires precise
assessment of the concept and its components.

3 THE SURVEY DESIGN
The main functionality of MovieLens allows users to rate movies
they watched on the scale from 0.5 to 5 stars with the granularity
of 0.5 star and receive recommendations generated based on the
ratings. MovieLens does not allow users to indicate how long ago
they had watched a particular movie. Users might rate a movie in
a while after they had watched it. MovieLens also allows users to
perform other actions, such as adding a movie to the list of movies
to watch (a watch list), assigning keywords (tags) to movies, and
adding new movies to the system.

The ideal way to measure serendipity in a movie domain would
be to inquire a user about novelty and unexpectedness before the
user has watched themovie and inquire the user about the relevance
of this movie afterwards. MovieLens allows us to implement this
experimental setting by conducting two surveys: the first one, when
a user adds movies to their watch list and the second one, when the
user rates movies from their watch list. However, this setting has
two main disadvantages: (a) users mostly add movies they expect
to enjoy watching to their watch lists, and (b) only a few users use
the functionality of adding movies into watch lists and even fewer
users rate movies from their watch lists. We therefore decided to
ask users about their experience retrospectively.

We invited users via emails to complete an online survey re-
garding movies they rated during the last three months before the
experiment. We chose three months, because it is likely that users
still remember their experience of rating those movies when the
users take our survey. Our inclusion criteria for users was as fol-
lows: we selected users who rated at least five movies with a rating
of at least 3.5 stars from December 30, 2016 till March 30, 2017 (the
experiment started on April 1, 2017) and at least one month after
their registrations (for users who joined MovieLens after November
30, 2016). We assumed that users rate movies that they watched be-
fore the registration during the first month after their registration.



SAC 2018, April 9–13, 2018, Pau, France Kotkov et al.

In our survey, we picked five movies rated during the three months
before the experiment and asked users to answer five questions and
rate forty statements about the five movies we picked for each user
(one question and eight statements per movie). We picked the least
popular movies (i.e. those with the smallest number of ratings in
the system) among movies users rated during that period of time.
We expected that users discovered these movies in our system, as
users are likely to hear about popular movies from other sources,
such as friends, family and TV.

We emailed 2305 users who met our inclusion criteria and re-
ceived a response from 522 users, but only 475 users rated all the
statements and answered the question about at least one movie.
In total, these users rated all the statements and answered all the
questions about 2166 movies.

Table 1 demonstrates statements we asked users to rate. Serendip-
ity components that correspond to the statements and the defini-
tions of serendipity. We asked each user to rate eight statements
using the following scale: “strongly agree”, “agree”, “neither agree
nor disagree”, “disagree”, “strongly disagree”, “don’t remember”.
Each definition of serendipity consists of three components: rele-
vance, novelty and unexpectedness. As we only asked users about
movies they rated with at least 3.5 stars, we assumed that all the
movies we asked users about are relevant to these users. We picked
four definitions of unexpectedness and two definitions of novelty:

• Unexpectedness to be relevant (unexp_rel) corresponds to
the original definition of unexpectedness 1 from the litera-
ture review section (section 2.2).

• Unexpectedness to be found (unexp_find) corresponds to the
original definition of unexpectedness 3.

• Implicit unexpectedness (unexp_imp) corresponds to the
original definition of unexpectedness 4.

• Unexpectedness to be recommended (unexp_rec) corre-
sponds to the original definition of unexpectedness 2.

• Strict novelty (s_nov) corresponds to the original definitions
of novelty 1 and 3.

• Motivationally novelty (m_nov) corresponds to the original
definition of novelty 2.

This resulted in eight sets of serendipitous movies. For exam-
ple, we considered a movie motivationally serendipitous (implicit)
if a user rated statements 2 and 5 (m_nov and unexp_imp) with
replies “strongly agree” or “agree”. One movie can belong to several
definitions simultaneously.

In this paper, the term movie refers to a user-movie pair. For
example, a relevant movie corresponds to a user-movie pair, where
the user considers the movie relevant, while other users might not
consider this movie relevant.

4 SUMMARY STATISTICS OF THE DATASET
Figure 1 demonstrates the distribution of the answers to the ques-
tion of how long ago users watchedmovies we picked for the survey.
Users watched around 60% of the movies we asked them about less
than 6 months before the survey and therefore it is likely that they
still remember their watching experience for the movies. We re-
moved movies that users indicated they did not watch (20 movies
or 1%) from our dataset.
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Figure 1: Distribution of answers to the question “When did
you watch this movie for the first time?”
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2%...I heard [from] [the system]...(1)

[The system] influenced my decision(2)

I expected to enjoy this movie...(3)

...I would not normally discover...(4)

...movie is different...(5)

..surprised that [the system] picked this
movie(6)

I am glad I watched this movie(7)

...broadened my preferences...(8)

100 50 0 50 100

Percentage

Response 1 2 3 4 5

Figure 2: Distributions of answers (“1” - strongly diagree, “2”
- disagree, “3” - neither agree nor disagree, “4” - agree, “5” -
strongly agree)

Figure 2 demonstrates distributions of the user responses. Users
indicated that they were glad they watched the majority of movies
we asked them about, which might have resulted from our inclu-
sion criteria (we picked movies users rated at least 3.5 stars in
MovieLens).

Table 2 demonstrates the numbers of movies that are serendipi-
tous according to the different definitions along with all the movies
we picked for the survey. The sets of different kinds of serendipitous
movies overlap. For example, 48 m_ser_imp movies are at the same
time m_ser_rec.
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Table 1: Statements 1-6 correspond to components of serendipity, statements 7 and 8 correspond to our metrics and “+” in-
dicates inclusion of a component to the definition of serendipity, i.e. the user checks "agree" or "strongly agree" to the corre-
sponding statement, except for Statement 3 where inclusion means checking “disagree”, “strongly disagree” or “neither agree
nor disagree”.

Statement # 1 2 3 4 5 6 7 8

Statement

The first
time I

heard of
this movie
was when
MovieLens
suggested
it to me.

MovieLens
influenced
my decision
to watch this

movie.

I expected to
enjoy this

movie before
watching it for
the first time.

This is the
type of
movie I

would not
normally discover

on my own;
I need a

recommender
system like
MovieLens to
find movies
like this one.

This movie is
different (e.g.,
in style, genre,
topic) from
the movies

I usually watch.

I was (or,
would have been)
surprised that

MovieLens picked
this movie to

recommend to me.

I am glad I
watched

this movie.

Watching this
movie

broadened
my preferences.

Now I am
interested
in a wider
selection
of movies.

Name s_nov m_nov unexp_rel unexp_find unexp_imp unexp_rec Satisfaction Preference
broadening

Description

A novelty
component

(strict
novelty)

A novelty
component
(motivational

novelty)

An
unexpectedness
component

(unexpectedness
(relevance))

An
unexpectedness
component

(unexpectedness
(find))

An
unexpectedness
component

(unexpectedness
(implicit))

An
unexpectedness
component

(unexpectedness
(recommend))

Our
satisfaction

metric

Our
preference
broadening

metric

s_ser_rel + +
s_ser_find + +
s_ser_imp + +
s_ser_rec + +
m_ser_rel + +
m_ser_find + +
m_ser_imp + +
m_ser_rec + +

5 ANALYSIS
In this section, we explain how we analyzed the collected data set.
All the movies we picked are considered relevant by users due to
our inclusion criteria. In the following text, we omit indicating that
the movies are relevant for brevity.

We employed a cumulative link mixed-effect regression model
[5]. We used this model to predict a dependent ordinal variable 𝑌
with independent binary variables 𝑥1, 𝑥2, ..., 𝑥𝑛 . Consider an obser-
vation from the𝑘th user. Themodel fits probability of the dependent
variable to fall in 𝑗 = 1, 2, ..., 𝐽 categories as follows:

𝑙𝑜𝑔

(
𝑃 (𝑌 ⩽ 𝑗)

1 − 𝑃 (𝑌 ⩽ 𝑗)

)
= 𝛼 𝑗 + 𝛽1𝑥1 + ... + 𝛽𝑛𝑥𝑛 + 𝑢𝑘 , (1)

where 𝑃 (𝑌 ⩽ 𝑗) is a cumulative probability that 𝑌 ⩽ 𝑗 , while
𝛽1, 𝛽2, ..., 𝛽𝑛 are the coefficients of the model, where 𝑛 depends
on the number of independent variables included in the model.
Parameter 𝛼 𝑗 corresponds to the intercept for category 𝑗 , while
𝑢𝑘 is a random intercept for the 𝑘th user and 𝑢𝑘 ∼ 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(0, 𝜎)
where 𝜎 is an additional parameter describing the dispersion of the
random intercept effect. See [2] for more details on this analytical
model for ordinal response data. We use the R ordinal package (a
standard implementation of the model) to conduct the analysis [5].

In our analysis, the dependent variables correspond to the likert-
scale responses users gave to the statements 7 and 8 (preference
broadening or user satisfaction, separately). They take values from 1

to 5. Our independent variables correspond towhether amovie satis-
fies a particular definition of serendipity or a variation of serendipity
component.

We conducted statistical tests for each coefficient of the regres-
sion models, where the null hypothesis was that the coefficient
equals zero meaning that changes in the independent variable were
not associated with changes in the dependent variable. To control
false discoveries, we used Bonferroni correction procedure, which
adjusted our critical p-value from 0.05 to 0.0005 [12].

5.1 Effects of the Serendipity Components
To answer RQ1 and investigate the effects of variations of serendip-
ity components separately, we ran twelve cumulative link mixed-
effect regression models, two models per component variation. In
each model, we predicted the dependent variable (user responses
to the preference broadening or user satisfaction question) with
a binary independent variable, i.e. whether a movie belongs to a
particular variation of the component. The results are summarized
in Table 3. It shows that:

(1) Movies that are novel according to either definition of nov-
elty have a positive effect on preference broadening com-
pared with the corresponding non-novel movies.



SAC 2018, April 9–13, 2018, Pau, France Kotkov et al.

Table 2: General characteristics of the dataset. Strict
serendipity is the union of all kinds of strict serendip-
ity (movies corresponding to at least one definition of
serendipity that requires strict novelty (s_nov)), motiva-
tional serendipity is the union of all kinds of motivational
serendipity, and serendipity is the union of all kinds of
serendipity.

Concept Movies Users
All 2146 475
Strictly serendipitous (relevant) (s_ser_rel) 77 61
Strictly serendipitous (find) (s_ser_find) 181 119
Strictly serendipitous (implicit) (s_ser_imp) 115 80
Strictly serendipitous (recommend)
(s_ser_rec) 63 50

Strictly serendipitous 205 131
Motivationally serendipitous (relevant)
(m_ser_rel) 91 64

Motivationally serendipitous (find)
(m_ser_find) 163 101

Motivationally serendipitous (implicit)
(m_ser_imp) 128 88

Motivationally serendipitous (recommend)
(m_ser_rec) 71 49

Motivationally serendipitous 218 122
Serendipitous 302 173

Table 3: The fixed effects (coefficients) of the twelve cumu-
lative link mixed-effect regression models. Each cell corre-
sponds to a coefficient of an ordinal regression with a single
independent variable. Dependent variables are our metrics
(broadening or satisfaction), while independent variables
are variations of serendipity components (metric ∼ compo-
nent). Significance codes: “*” < 0.0005.

Component Broadening Satisfaction
s_nov 0.7412* 0.1259
m_nov 0.7827* 0.307
unexp_rel 0.5972* -0.9133*
unexp_find 2.1161* 0.1934
unexp_imp 1.8698* -0.03029
unexp_rec 1.0889* -0.451

(2) Movies that are unexpected according to each definition of
unexpectedness have a positive effect on preference broad-
ening compared with the corresponding non-unexpected
movies.

(3) unexp_rel movies have a negative effect on user satisfaction
compared with the non unexp_rel movies.

All variations of novelty and unexpectedness broaden user prefer-
ences (observations 1 and 2), but unexpectedness (relevant) (movies
that are unexpected to be relevant) hurts user satisfaction (observa-
tion 3).

Next, we conducted direct comparisons between the variations
of novelty and unexpectedness. For the unexpectedness component,

Table 4: The fixed effects (coefficients) of the twelve cumu-
lative link mixed-effect regression models. Each cell corre-
sponds to a coefficient of an ordinal regression with a sin-
gle independent variable run on a dataset consisting of in-
stances belonging to variations of unexpectedness indicated
in the left column and top row. Dependent variables are
our metrics (broadening or satisfaction), while independent
variables are variations of unexpectedness indicated in the
left column (metric ∼ component). Significance codes: “*” <
0.0005

Broadening
Component unexp_rel unexp_find unexp_imp
unexp_find 0.8206*
unexp_imp 0.6325* -0.1343
unexp_rec 0.4079 -0.3932 -0.1857

Satisfaction
Component unexp_rel unexp_find unexp_imp
unexp_find 0.6373*
unexp_imp 0.4634* -0.1463*
unexp_rec 0.1436 -0.4529 -0.3270

we ran twelve cumulative link mixed-effect regression models, two
models per comparison. We ran each model on a subset of the
collected dataset where we included only observations belonging
to the two variations that were being compared. In the dataset,
we repeated observations belonging to the two variations simulta-
neously. Table 4 summarizes the results for the variations of the
unexpectedness component. It shows that:

(1) unexp_find and unexp_imp movies have positive effects on
preference broadening and user satisfaction, when compared
with unexp_rel movies.

(2) unexp_find movies have a positive effect on user satisfaction,
when compared with unexp_imp movies.

Variations of unexpectedness components turned out to differ
in terms of our metrics. Unexpectedness (relevant) broadens user
preferences less and results in a lower user satisfaction than unex-
pectedness (find and implicit) (observation 1), while unexpected-
ness (find) outperforms unexpectedness (implicit) in terms of user
satisfaction (observation 2).

We omitted the results for the variations of novelty, because
we did not find any statistically significant results in comparisons
between strict and motivational novelty in terms of preference
broadening and user satisfaction.

5.2 Effects of Serendipity
To address RQ2, we ran sixteen cumulative link mixed-effect regres-
sion models, two models per serendipity definition. In each model,
the dependent variable corresponds to the metric (preference broad-
ening or satisfaction), while the independent variable is a binary
variable, which equals true if the movie is serendipitous according
to a particular definition of serendipity and false otherwise.

Table 5 summarizes the results and shows that movies that
are serendipitous according to seven definitions of serendipity
(s_ser_rel, s_ser_find, s_ser_imp, s_ser_rec, m_ser_find, m_ser_imp,
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Table 5: The fixed effects (coefficients) of the sixteen cumulative link mixed-effect regression models. Each cell corresponds
to a coefficient of an ordinal regression with a single independent variable. Dependent variables are the metrics (preference
broadening or satisfaction), while the independent variables correspond to whether a movie is serendipitous according to a
particular definition (metric ∼ serendipity). Significance codes: “*” < 0.0005

s_ser_rel s_ser_find s_ser_imp s_ser_rec m_ser_rel m_ser_find m_ser_imp m_ser_rec
Broadening 0.979* 1.471* 1.581* 1.605* 0.663 1.667* 1.354* 1.307*
Satisfaction -0.347 0.322 0.284 0.276 -0.166 0.486 0.164 0.265

m_ser_rec) broaden user preferences more than the corresponding
non-serendipitous ones.

To compare different kinds of serendipity with each other, we
conducted direct comparisons between them. Similarly, to compare
variations of serendipity components, we ran each comparison on
an altered dataset, which included only observations of the two
kinds of serendipity that were being compared and repeated obser-
vations belonging to both kinds simultaneously. Overall, we ran
fifty-six cumulative link mixed-effect regression models (twenty-
eight models per metric). We omitted the results for preference
broadening, as we did not find any statistically significant results.
Table 6 demonstrates the fixed effects (coefficients) of the regression
models run for user satisfaction. The following observations can
be noticed:

• m_ser_find movies are more enjoyable than s_ser_imp
movies.

• s_ser_impmovies are more enjoyable than m_ser_rel movies.
• s_ser_rec movies are more enjoyable than m_ser_rec movies.

Motivational serendipity (find) outperforms strict serendipity
(implicit), which, in turn, outperforms motivational serendipity
(relevant) in terms of user satisfaction (observations 1 and 2). Mean-
while, strict serendipity (recommend) outperforms motivational
serendipity (recommend) (observation 3).

5.3 Detecting Serendipitous Items
To answer RQ3, we come up with different features of movies and
selected the effective subset for detecting serendipitous movies
corresponding to the union of the six kinds of serendipity defini-
tions, i.e. all except the two definitions s_ser_rel and m_ser_rel.
We excluded these two from the union because (a) these two def-
initions include unexp_rel, for which we have evidence showing
that it hurts user satisfaction and (b) we do not have evidence
showing that m_ser_find broadens user preferences more than non
m_ser_find. We predicted the union of the six serendipity defini-
tions that broaden user preferences more than their corresponding
non-serendipitous items.

To support feature calculation, we first define an average simi-
larity of a movie to a user profile or to the recommendations this
user previously received. In this paper, the term user profile refers
to ratings this user assigned to items in the past. We define the
average similarity of a movie to a user profile as follows:

𝑠𝑖𝑚_𝑝𝑟𝑜 𝑓𝑢,𝑖 =
1

| |𝐼𝑢 | |
∑

𝑗 ∈𝐼𝑢 , 𝑗≠𝑖
𝑠𝑖𝑚𝑖, 𝑗 (2)

where 𝐼𝑢 is the set of movies rated by user 𝑢, while 𝑠𝑖𝑚𝑖, 𝑗 is the
similarity between movies 𝑖 and 𝑗 . The way we calculate similarity
depends on the movie representation. For example, to calculate

genre similarity, we modeled movies as sets of genres and used the
Jaccard similarity. For collaborative similarity, we modeled movies
as rating vectors, where each value corresponded to a user rating,
and cosine similarity was used. We define the average similarity
of a movie to the recommendations a user previously received as
follows:

𝑠𝑖𝑚_𝑟𝑒𝑐𝑢,𝑖 =
1

| |𝑅𝑢 | |
∑

𝑗 ∈𝑅𝑢 , 𝑗≠𝑖
𝑠𝑖𝑚𝑖, 𝑗 (3)

where 𝑅𝑢 is the set of the eight last movies recommended to user 𝑢
byMovieLens. In summary, we came up with the following features:

• Popularity (logpop). We used popularity because it is one
of the most common attributes used in studies dedicated to
serendipity in recommender systems [19, 20, 30]. We calcu-
lated popularity as follows: 𝑙𝑜𝑔𝑝𝑜𝑝𝑖 = 𝑙𝑛(𝑈𝑖 ), where 𝑈𝑖 is
the number of ratings received by movie 𝑖 during the last
year (2016) in MovieLens. We picked the number of ratings
during the last year instead of the overall number of ratings,
because many old movies received many ratings if they were
released a long time ago. However, these movies were likely
to be unfamiliar to the active users in the system. The most
famous movies, such as “The Shawshank Redemption”, “Toy
Story” and “The Matrix” are still among the most popular
movies according to our last-year popularity metric.

• Predicted rating (predicted_rating). We used this feature be-
cause the expectation of users might be affected by the sys-
tem’s predictions, while they are browsingmovie pages (note
that in MovieLens, the predicted ratings are displayed along
with the movie information). The algorithm that predicts the
rating depends on the choice of the user because MovieLens
offers several recommendation algorithms, among which
item-based collaborative filtering and matrix factorization
are used by the majority of the users.

• Release year (year). We picked this attribute because recency
of movies might affect users’ familiarity with them. Users
might be more familiar with recently released movies than
the older ones.

• Average tag-based similarity to the user
profile (tag_sim_prof). Similarly to popularity, we picked
this feature because content-based similarity is commonly
considered in the literature [15, 19, 29, 30]. To calculate the
average tag-based distance we employed the tagging model,
tag genome [28], which is based on tags users assign to
movies. We calculated the distance according to Equation
2, where 𝑠𝑖𝑚𝑖, 𝑗 is the similarity measure of weighted cosine
distance in [28].



SAC 2018, April 9–13, 2018, Pau, France Kotkov et al.

Table 6: The fixed effects (coefficients) of the twenty-eight cumulative link mixed-effect regression models. Each cell corre-
sponds to a coefficient of an ordinal regression with the independent variable run on a dataset consisting of observations
belonging to the kinds of serendipity indicated in the left column and the top row. The dependent variable corresponds to
user satisfaction, while independent variables correspond to the variations of unexpectedness indicated in the left column
(satisfaction ∼ serendipity). Significance codes: “*” < 0.0005

Serendipity s_ser_rel s_ser_find s_ser_imp s_ser_rec m_ser_rel m_ser_find m_ser_imp
s_ser_find 0.570
s_ser_imp 0.503 -0.045
s_ser_rec 0.071 0.092 -0.052
m_ser_rel 0.185 -0.536 -0.445* -0.520
m_ser_find 0.733 0.047 0.140* 0.063 0.522
m_ser_imp 0.514 -0.244 -0.091 0.017 0.274 -0.309
m_ser_rec 1.069 -0.135 -0.145 0.355* 0.600 0.005 0.153

• Average tag-based similarity to recommendations the user
received from MovieLens (tag_sim_rec). We picked this fea-
ture because users’ expectation might depend on the recom-
mendations our system generates. We calculated this fea-
ture according to Equation 3 using the similarity measure of
weighted cosine distance in [28].

• Average genre-based similarity to
the user profile (genre_sim_prof). We picked this feature
as an additional content-based similarity and calculated it ac-
cording to Equation 2, where 𝑠𝑖𝑚𝑖, 𝑗 is the Jaccard similarity
between the sets of genres of the movies 𝑖 and 𝑗 .

• Average genre-based similarity to recommendations the user
received from the system (genre_sim_rec). We picked this
feature as an additional content-based similarity and calcu-
lated it according to Equation 3 using the Jaccard similarity.

• Average collaborative similarity to user profile (c_sim_prof).
We picked this feature because this is a common similarity
measure in the literature on serendipity [14, 30]. We calcu-
lated this feature according to Equation 2, where 𝑠𝑖𝑚𝑖, 𝑗 is
the cosine similarity between movie rating vectors 𝑖 and 𝑗 .

• Average collaborative similarity to recommendations the
user received from the system (c_sim_rec).We calculated this
feature according to Equation 3 using the cosine similarity.

We detected effective features for predicting serendipitous
movies by running a logistic regression model on our dataset. We
used the logistic regression model for the sake of interpretability. In
our dataset, we labeled eachmovie based onwhether this movie was
serendipitous to a user and performed the 10-fold cross validation.

To select effective features for the prediction of serendipity, we
employed the forward search strategy, where we iteratively picked
features based on the performance of the logistic regression model
when gradually adding these features into the model. To compare
models, we used the metric: Area Under the ROC Curve (AUC),
which is a commonly used for assessing performance of binary
classifiers. We also reported AIC (Akaike Information Criterion),
which evaluates the quality of a statistical model (the lower the
value, the better the model) [3].

Table 7 demonstrates the results of the forward feature selection
strategy. We only included the first four features, because further
incorporating more features decreases AUC. According to the ob-
tained results, the most effective features for serendipitous movies

Table 7: The results of feature selection with logistic regres-
sion, where the dependent variable is a binary variable indi-
cating whether amovie belongs to the union of the six kinds
of serendipity (excluding s_ser_rel and m_ser_rel).

Features AIC AUC
predicted_rating 1468.628 0.609

predicted_rating + logpop 1464.008 0.621
predicted_rating + logpop

+ tag_sim_prof 1459.707 0.624

predicted_rating + logpop
+ tag_sim_prof + c_sim_prof 1459.840 0.627

according to at least one of the six definitions are predicted rating,
popularity, the average tag-based similarity to the user profile and
the average collaborative similarity to the user profile.

Table 8: The coefficients of the logistic regression model,
where the dependent variable is a binary variable indicating
whether a movie is serendipitous according to the union of
the six definitions, while the four independent variables cor-
respond to the selected features

Feature Parameter Standard
Error

predicted_rating 2.954* 0.624
logpop -1.223 0.392
tag_sim_prof 0.508 0.260
c_sim_prof -0.816 1.057

Table 8 shows the coefficients of the final logistic regression
model. It shows that movies that are serendipitous according to at
least one of the six definitions have higher predicted ratings than
corresponding non-serendipitous movies. Other coefficients are
not statistically significant after correction, but the model shows a
trend that serendipitous movies tend to be less popular compared
with non-serendipitous ones.
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5.4 How Rare Are Serendipitous Items?
According to Table 2, among 2146 movies that users gave their
feedback on, 302 (14%) are serendipitous according to at least one
definition. The entire database of MovieLens contains 25,650,696
ratings and 15,854,339 (or 61%) of them are higher than 3.5, which
suggests that up to 8.5% (0.14 ∗ 0.61 ≈ 0.085) are serendipitous. Our
samples include 437 movies that our system encouraged users to
watch, which can be considered as the number of recommendations
that users took. This suggests that up to 69% of recommendations
provided by our system that users watch are serendipitous accord-
ing to at least one definition.

The dataset includes 275 movies that correspond to the union
of the six definitions of serendipity, which have a positive effect
on preference broadening. This suggests that our system contains
up to 5.9% of these movies and 47.4% of them among the recom-
mendations. For the smallest kind of serendipity, strict serendipity
(recommend), these ratios are 1.8% and 14.4%, while for the largest
kind of serendipity, strict serendipity (find), they are 5.1% and 41.4%,
respectively.

6 DISCUSSION
We reviewed a set of techniques for operationalizing serendipity,
finding that different definitions have different effects on preference
broadening and user satisfaction, but confirming that in general
serendipitous recommendations broaden preferences (usually with-
out hurting satisfaction).

We found that there are sufficient serendipitous items to recom-
mend (particularly across the span of definitions), making it feasible
to recommend serendipitous items in contexts where preference
broadening would be useful. We do not look explicitly at which
contexts may benefit most, but leave that to others.

The results of our study regarding features effective for the
detection of serendipitous items mostly correspond to the prior
literature. Content-based similarity to a user profile, collaborative
similarity to a user profile and popularity have been acknowledged
as important features [1, 14, 15, 20, 22, 29, 30]. However, most
studies employ popularity and disregard similarity to a user profile
in offline evaluations of recommendation algorithms [20, 22, 30].

Surprisingly, our results showed that ratings provided by recom-
mender systems are a good predictor for serendipity. In fact, the
higher the rating the more likely an item to be perceived serendip-
itous. This might suggest that even recommendation algorithms
optimized for accuracy assist users to encounter serendipitous items
at least within the limitations of our dataset. This contradicts to the
common claim that recommender systems narrow users’ interests
and trap them in filter bubbles [23, 27, 29]. However, the design of
our experiment does not allow us to support or reject this claim.

7 LIMITATIONS AND FUTUREWORK
Conducting a study of movie recommender system users based
on their previously-rated movies has several limitations. First, we
were limited in the reasons we could explore for movie performance
on our metrics. For example, serendipitous movies might broaden
user preferences more than non-serendipitous ones due to other
reasons than that these movies are serendipitous. Second, our study
is limited in domain to movies. While we hope our results are

generalizable at least in related domains, further study is needed
to evaluate user impact, even in this domain. In our future work,
we are going to design a serendipity-oriented algorithm using the
collected dataset and evaluate it in an experimental setting with real
users, where we control for serendipity with the novel algorithm.

The specific design of our study had other limitations. We only
looked at performance of different kinds of items in terms of pref-
erence broadening and user satisfaction, which was based on the
literature review. Future work should consider other metrics. We
selected only relatively unpopular relevant movies for our survey
to increase the chance of asking users about serendipitous movies,
which only allowed us to compare unpopular serendipitous movies
and unpopular relevant non-serendipitous ones. As a result, our
sample is biased, and may not represent average performance. Fi-
nally we limited our study to active users (duration of use of at
least a month, minimum number of ratings), which may not reflect
the experience of one-time or very infrequent users.

8 CONCLUSION
In this paper, we conducted a survey asking 475 real users about
2146 movies with questions designed based on different serendipity
definitions synthesized from the prior literature. Through this sur-
vey, we collected the first dataset that has real user evaluation on
the serendipity of the items. We only asked about relevant movies
to (i.e. highly rated by) those users and therefore the effects we
found in this work are all relative to items that are relevant but not
serendipitous. The following research questions are addressed.

RQ1. What are the effects of various serendipity components on
broadening user preferences and user satisfaction?

We found that all variations of the unexpectedness and novelty
components broaden user preferences, but one type of unexpect-
edness (unexpected to be relevant) hurts user satisfaction. Movies
that users found novel and unexpected according to any definition
employed in this paper broaden user preferences more than movies
users found non-novel and non-unexpected, respectively. Movies
that users did not expect to like and be recommended are less en-
joyable than movies users expected to like and be recommended
(or had no expectations), respectively.

Variations of the unexpectedness component are different in
terms of our metrics. Two variations of unexpected movies: (a)
movies that users did not expect to find and (b) movies that users
thought were different from movies these users usually watch are
better than the variation: (c) movies users did not expect to like in
terms of both preference broadening and user satisfaction. Mean-
while, movies that users did not expect to find are more enjoyable
than the ones that users found different from movies these users
usually watch.

RQ2. What are the effects of different kinds of serendipity on broad-
ening user preferences and user satisfaction?

We found that serendipitous movies generally broaden user
preferences more than non-serendipitous ones, but we did not
find any effects of serendipity on user satisfaction. In particular,
movies that are serendipitous according to seven definitions of
serendipity broaden user preferences more than corresponding
non-serendipitous ones.
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We also found that different kinds of serendipity differ in terms
of user satisfaction. In particular, motivational serendipity (find)
outperforms strict serendipity (implicit), which, in turn, outper-
forms motivational serendipity (relevant), while strict serendipity
(recommend) outperforms motivational serendipity (recommend).

RQ3. What are the effective features for detecting serendipitous
movies? What are the value ranges of these features for typical
serendipitous movies?

We found features most important for detecting movies that are
serendipitous according to six definitions of serendipity that do not
include unexpectedness (relevant), which hurts user satisfaction.
These features are predicted ratings, popularity, content-based and
collaborative similarity to a user profile. Our results also show
that these serendipitous movies have higher predicted ratings than
corresponding non-serendipitous ones.

RQ4. How rare are serendipitous movies among movies rated by the
users in a typical collaborative-filtering-based recommender system?
To what extent does this kind of system help users find these movies?

We discovered that in the best case scenario, among movies
users rate in a typical movie recommender system, up to 8.5% are
serendipitous according to at least one definition, while among
movies recommended by the system that users watch, this ratio is
up to 69%. We only provide an upper bound estimation due to the
bias of our dataset.
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